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Abstract 
A comparison has been made of two methods for 
electron-density map improvement by the introduction of 
atomicity, namely the iterative skeletonization procedure 
of the CCP4 program DM [Cowtan & Main (1993). Acta 
Cryst. D49, 148-157] and the pseudo-atom introduction 
followed by the refinement protocol in the program suite 
DEMON~ANGEL [Vellieux, Hunt, Roy & Read (1995). J. 
Appl. Cryst. 28, 347-351]. Tests carried out using the 
3.0 A resolution electron density resulting from iterative 
12-fold non-crystallographic symmetry averaging and 
solvent flattening for the Pseudomonas aeruginosa 
ornithine transcarbamoylase [Villeret, Tricot, Stalon & 
Dideberg (1995). Proc. Natl Acad. Sci. USA, 92, 10762- 
10766] indicate that pseudo-atom introduction followed 
by refinement performs much better than iterative 
skeletonization: with the former method, a phase 
improvement of 15.3 ''~ is obtained with respect to the 
initial density modification phases. With iterative skele- 
tonization a phase degradation of 0.4 ~' is obtained. 
Consequently, the electron-density maps obtained using 
pseudo-atom phases or pseudo-atom phases combined 
with density-modification phases are much easier to 
interpret. These tests also show that for ornithine 
transcarbamoylase, where 12-fold non-crystallographic 
symmetry is present in the P1 crystals, G-function 
coupling leads to the simultaneous decrease of the 
conventional R factor and of the free R factor, a 
phenomenon which is not observed when non-crystal- 
lographic symmetry is absent from the crystal. The 
method is far less effective in such a case, and the results 
obtained suggest that the map sorting followed by 
refinement stage should be by-passed to obtain inter- 
pretable electron-density distributions. 

1. Introduction 
Once an electron-density distribution has been obtained 
as the result of heavy-atom or density modification, 
several algorithms have been proposed to further improve 
the quality of this electron-density map by methods 
which introduce pseudo-atoms in the electron density. 

Such methods currently being used in macromolecular 
crystallography are the iterative skeletonization proce- 
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dure of Wilson & Agard (1993, PRISM) which simplifies 
the electron density as ridge points and ridge lines 
connecting these points, the automatic refinement 
procedure of Lamzin & Wilson (1993, ARP), the 
weighted automatic refinement procedure of Perrakis, 
Sixma, Wilson & Lamzin (1997, wARP), and the 
algorithm present in the program suite DEMON~ANGEL 
(Vellieux et al., 1995), which consists of the introduction 
of pseudo-atoms in an electron-density map, followed by 
the refinement of these atomic coordinates and of the 
temperature factors of the pseudo-atoms. This idea is 
similar to that implemented in ARP, except that no 
additional pseudo-atom introduction, nor pseudo-atom 
deletion, are performed. 

In this paper, a comparison is made between two of 
these algorithms, namely the iterative skeletonization 
procedure [as implemented in the CCP4 program DM 
(Cowtan & Main, 1993)], and the procedure found in the 
program suite DEMON~ANGEL. The tests have been 
carried out at a medium resolution of 3.0 A in a case 
where non-crystallographic symmetry (NCS) is present 
in the crystal, where such algorithms are known not to 
give impressive results, and at 2.3 A resolution when 
NCS is absent. The calculations were carried out using an 
initial phase and Sim weight set resulting from iterative 
12-fold averaging and solvent flattening for the Pseudo- 
monas aeruginosa catabolic ornithine transcarbamoylase 
(OTCase, Villeret et al., 1995). For further analysis, the 
same tests were repeated for a structure devoid of non- 
crystallographic symmetry, chitinase from Serratia 
marscescens (Perrakis et al., 1994) at 2.3 A resolution, 
using initial phases at 2.5 A resolution resulting from a 
procedure of iterative solvent flattening. 

2. Materials and methods 
The iterative skeletonization procedure as implemented 
in the CCP4 program DM (Cowtan & Main, 1993) relies 
on the skeletonization algorithm of Swanson (1994). This 
is quite similar to the iterative skeletonization procedure 
of the program PRISM (Wilson & Agard, 1993), which 
relies on Greer's algorithm (Greer, 1985). 

Since the procedure found in the program suite 
DEMON~ANGEL was not described in our previous 

Acta Co,stallographica Section D 
ISSN 0907-4449 '~" 1998 



82 TWO ALGORITHMS FOR ELECTRON-DENSITY MAP IMPROVEMENT 

paper (Vellieux et al., 1995), it will be described in detail 
below. 

First, the electron-density map is sorted by decreasing 
density values. The result of this procedure is a sorted 
array containing the decreasing electron density values, 
together with the corresponding grid locations in the 
three-dimensional electron-density map array. This sorted 
array is read sequentially, a pseudo-atom corresponding 
to a water molecule O atom is placed at the correspond- 
ing cartesian A coordinates after estimating the max- 
imum in the three-dimensional map array by fitting a 
parabola along each axis. Following this, all electron- 
density values within a radius of 1.52 A from this newly 
introduced pseudo-atom are set to zero in the three- 
dimensional map array (this value of 1.52 A correspond- 
ing to ca. the closest distance of approach of two C atoms 
bound by a single bond). The process of pseudo-atom 
introduction is then repeated, each time checking that the 
electron-density values in the three-dimensional map 
array are not less than or equal to 0.0 (otherwise, this 
pseudo-atom position is skipped), until all requested 
pseudo-atoms have been introduced in the electron- 
density map. The output is a Protein Data Bank 
coordinate file containing atomic coordinates of water 
O atoms. 

The positions of these pseudo-atoms, together with 
their artificial temperature factor of 15.0 A 2, are then 
refined by least-squares (Konnert & Hendrickson, 1980) 
or maximum-likelihood (Pannu & Read, 1996) refine- 
ment with a new crystallographic refinement program 
(Adams, Pannu, Read & Brfinger, 1997). The resulting 
phases can be used to compute a Sim- or S IGMAA-  
weighted electron-density map (Sim, 1959, 1960; Read, 
1986; Vellieux, 1997), or they can be combined with the 
phases used in the initial map calculation to generate a 
phase-combined electron-density distribution. It can be 
noted that a similar technique was described 20 years ago 
(Agarwal & Isaacs, 1977), but has not found widespread 
use in macromolecular crystallography. 

These two algorithms were applied separately to the 
3.0 A resolution electron-density distribution resulting 
from the procedure of 12-fold averaging and solvent 
flattening used in the structure determination of Pseudo-  
monas  aeruginosa catabolic omithine transcarbamoylase 
(Villeret et al., 1995). 

Iterative skeletonization was performed for a total of 
20 cycles using all data to 3.0 A resolution, with the free- 
R-factor approach (Briinger, 1992). 5% of the reflections 
were selected from the data for the free R-factor 
calculation, and these were changed at each skeletoniza- 
tion cycle. 

With the program D A R T H  of the D E M O N ~ A N G E L  
program suite, a total of 3273 atoms were introduced in 
the region of the averaged electron density corresponding 
to a single OTCase monomer. This corresponds approxi- 
mately to the expected number of atomic positions, 
including water O atoms, for an OTCase monomer. The 

electron-density map used for pseudo-atom introduction 
had been calculated using a grid of about 1/10th of the 
high-resolution limit (3.0 A). The resolution limits for 
refinement were 6.0 and 3.0 A, the same as those used in 
the refinement of the atomic model of OTCase (Villeret 
et al., 1995). During refinement, 12-fold non-crystal- 
lographic symmetry constraints corresponding to the 
dodecamer found in the asymmetric unit, were applied 
both for positional refinement and for the refinement of 
the individual atomic temperature factors. The crystal- 
lographic refinement program's protein_rep.param para- 
meter file was modified to give the pseudo-atoms a van 
der Waals radius of 1.5 A. A total of 200 cycles of 
maximum-likelihood energy minimization were per- 
formed, followed by 17 cycles of individual atomic 
temperature-factor refinement. 

The same calculations were also performed on a 
structure devoid of non-crystallographic symmetry, a 
chitinase from Serratia marscescens  (Perrakis et al., 
1994). For skeletonization, the same procedure (20 
skeletonization cycles with 5% of the reflections removed 
for the free-R-factor calculation) as for OTCase was used, 
starting from 2.5 A solvent-flattened phases. For pseudo- 
atom refinement, all data between 8.0 and 2.3 A were 
used, with the electron-density distribution used to 
generate the pseudo-atoms being a 2.5 A resolution 
Sim-weighted electron-density synthesis resulting from 
iterative solvent flattening. A total of 4500 atoms were 
introduced in the protein region of the initial map. 

The resulting phase sets were compared to the set of 
phases for the refined structure of OTCase, which has an 
R factor of 21.6% for all data between 6.0 and 3.0 A 
(Villeret et al., 1995). For further analysis, several 
electron-density maps were calculated, and the real-space 
correlation coefficient between these observed electron 
densities and a 'control map', without any resolution 
cutoff and computed from the refined atomic coordinates, 
was calculated with the graphics display program O 
(Jones, Zou, Cowan & Kjeldgaard, 1991). The same 
calculations were performed for chitinase, comparing the 
phase set resulting from these density-modification 
procedures to the phases from the refined molecular 
model (Perrakis et al., 1994). 

3. Results 

The results are summarized in Tables 1, 2 and 3 and can 
be described as follows. 

20 cycles of iterative skeletonization were performed 
for OTCase with the program D M  (Cowtan & Main, 
1993). The resulting combined phase set was further 
away from the correct, refined phases, by 0.4 ° (Table 1), 
which seems insignificant. However, the corresponding 
electron-density map, calculated with weighted observed 
structure-factor amplitudes and combined phases (Table 
2) is less interpretable than the initial averaged electron- 
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Table 1. Phase differences ( )  between the different phase 
sets obtained and the phases from the refined model o f  

OTCase 

The phase set density modification is that obtained by the iterative 
procedure of 12-fold averaging and solvent flattening used in the 
structure determination of OTCase (Villeret et al., 1995). The 
skeletonization phase set is that obtained by combining the skeletoniza- 
tion phases with the density modification phases, as performed by the 
program DM (Cowtan & Main, 1993). The refinement phase set is that 
obtained by refinement of the coordinates and individual temperature 
factors of the pseudo-atoms resulting from the run of the program 
DARTH. The combined phase set is a phase set resulting from phase 
combination between the initial density-modification phases and the 
refinement phases [with the Hendrickson-Lattman coefficients corre- 
sponding to the density-modification phases modified to ensure that the 
resulting combined phases differ equally from each individual phase set 
(Vellieux et al., 1995)]. 

Density modification 48.4 
Skeletonization 48.8 
Refinement 33.1 
Combined phases 35.4 

Table 2. Real-space correlation coefficients between the 
artificial electron-density distribution obtained from the 
refined atomic coordinates [calculated with the program 
0 (Jones et al., 1991)], and several electron-density 

distributions 

AVG: initial density-modification map (Villeret et al., 1995}; DM: 
electron-density map computed from combined phases resulting from 
20 cycles of skeletonization; SIGMAA: electron-density distribution 
obtained with modified SIGMAA coefficients (Read, 1986; Vellieux & 
Dijkstra, 1997) and phases from the refined pseudo-atom coordinates; 
SIGMAA-phi comb: same as SIGMAA, except that the phases used 
result from phase combination between the initial density-modification 
phases and the pseudo-atom phases. 

ED map (CCF) 
AVG 0.59 
DM 0.49 
SIGMAA 0.59 
SIGMAA-phi comb 0.59 

density distribution, since the real-space correlanon 
coefficient (Jones et al., 1991) decreases by 0.1. 

In contrast, refinement of  the pseudo-atoms with the 
algorithm of  the DEMON~ANGEL program suite (Vel- 
lieux et al., 1995) using maximum likelihood (Pannu & 
Read, 1996) both for positional and individual atomic 
temperature-factor refinement proceeded well, since the 
free R factor (Br/inger, 1992) decreased from 38.0 to 
22.6%, and the R factor decreased from 38.4 to 21.2%, 
for all data between 6.0 and 3.0 A. This decrease in the 
free R factor, computed with a subset of  5% of  the 
available reflections, clearly indicates that the phases are 
improving at this medium resolution. Consequently, the 
resulting phase set shows an improvement of  15.3 with 
respect to the initial density-modification phases (Table 
1). The resulting SIGMAA electron-density distribution 
(Read, 1986), computed with coefficients of  the form 
3miFol - 2DIF~.I for acentric reflections and 

Table 3. Phase differences ( )  between the difjbrent phase 
sets obtained and the phases from the refined model o f  

chitinase 

The phase set solvent flattening is that obtained by the iterative 
procedure of solvent flattening used in the structure determination of 
this chitinase (Perrakis et al., 1994). The skeletonization phase set is 
that obtained by combining the skeletonization phases with the solvent 
flattening phases. The phase set 'before refinement' corresponds to the 
phases obtained from the pseudo-atom coordinates before refinement. 
The refinement phase set is that obtained by refinement of the 
coordinates of the pseudo-atoms resulting from the run of the program 
DARTH. 

Solvent flattening 51.9 
Skeletonization 63.5 
Before refinement 64.1 
Refinement 58.0 

2mIFol -DIFcl  for centric reflections (Vellieux & 
Dijkstra, 1997) gives a real-space correlation coefficient 
equal to that of  the initial density-modification map. 
Examination of  this SIGMAA map clearly indicates that it 
is superior to the density-modification map (Fig. lc). 

Phase combination of  these pseudo-atom phases with 
the initial density-modification phases was also per- 
formed, ensuring that the resulting combined phases 
differed equally from each individual phase set used for 
phase combination (this was done because the pseudo- 
atom phases are dominant in the phase combination 
process, Vellieux et al., 1995). The resulting phase set 
shows an improvement of  13.0 '~ with respect to the initial 
phases (Table 1). The resulting SIGMAA electron-density 
distribution also has the same real-space correlation 
coefficient as the initial density-modification map, but an 
examination indicates that it is superior (Fig. l d). 

In the case of  chitinase, where non-crystallographic 
symmetry is absent from the crystals (Perrakis et al., 
1994), both the R factor and free R factor resulting from 
refinement of  the pseudo-atoms are less convincing than 
in the case of  OTCase, where non-crystallographic 
symmetry is present: the starting free R factor and 
conventional R factor were 41.2 and 41.4%, respectively. 
After pseudo-atom refinement, these figures were 46.1 
and 27.2%. Such an increase in the free R factor suggests 
a phase degradation. This is confirmed by a comparison 
of  the phase differences with the true phases (Table 3): 
the initial solvent-flattening phases are 5 1 . 9  away from 
the true phases. Pseudo-atom introduction followed by 
refinement leads to a rise in this figure to 58.0 , whereas 
iterative skeletonization degrades the phases further, 
since the phase difference to the true phases obtained 
after this procedure is 63 .5 .  It must be noted that in this 
case where no non-crystallographic redundancy is 
present, omitting the map sorting followed by refinement 
stage leads to better results. These observations clearly 
indicate that, in cases where non-crystallographic 
symmetry is present, there is a strong relationship in 
reciprocal space between structure factors (G-function 
coupling, Rossmann & Blow, 1962; Vellieux & Read, 
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1997), which leads to the simultaneous decrease of the 
conventional R factor and of the free R factor. This 
confirms that non-crystallographic symmetry leads to an 
effect on the free R factor (Kleywegt & Briinger, 1996). 
The free R factor then becomes a less sensitive indicator 
of phase correctness since the reflections which are 
removed for the free R-factor calculations are coupled to 
the reflections used for the conventional R factor by this 
G-function coupling effect. The results also indicate that 
the pseudo-atom refinement method will be far more 
effective when non-crystallographic symmetry is present 
in the crystals under investigation. 

Examination of the electron-density maps computed 
with pseudo-atom phases or with combined phases 
suggest the presence of several minor errors, such as 

the misplacement of side chains, in the 3.0 A resolution 
refined structure of Pseudomonas aeruginosa ornithine 
transcarbamoylase (Villeret et al., 1995). 

In summary, these results indicate that at medium 
resolution (3.0 A), where the comparison was performed, 
pseudo-atom introduction into an electron-density map 
followed by refinement performs much better than 
iterative map skeletonization (at least in the case of 
OTCase, where non-crystallographic symmetry is pre- 
sent), with a phase improvement of 15.3 + over the initial 
phases. These results probably apply as well to other 
procedures which rely on the introduction of pseudo- 
atoms in an electron-density map, followed by refinement 
of these atoms (namely the ARP and wARP procedures). 
It has also not escaped my attention that this procedure of 

(a) (c) 

(b) (d) 

Fig. I. 3.0 A resolution electron densities corresponding to residue Leu24 of Pseudomonas aeruginosa ornithine trans-carbamoylase. (a) Electron 
density resulting from the procedure of iterative 12-fold averaging and solvent flattening (Villerct et al., 1995). The map was calculated using 
rnSimlFolexp(i~o¢~l¢); (b) electron density resulting from 20 cycles of iterative skeletonization with DM (Cowtan & Main, 1993). This map was 
calculated using coefficients of the form wSimJFol exp(i~ocomb); (c) SIGMAA electron density computed with phases resulting from the refinement 
of pseudo-atoms. This map was calculated with coefficients of the form 3mlFot-2DIFclexp(i~¢alc) for acentric reflections and 
2mlFol- DIFeJ exp(i~pral¢) for centric reflections (Read, 1986; Vellieux & Dijkstra, 1997); (at) SIGMAA electron density computed with 
combined pseudo-atom refinement and density-modification phases, as described in §3. This map was calculated with coefficients of the form 
3mIFol -2DIFcl exp(i~0¢omb) for acentric reflections and 2mlFol -DIFcI exp(i~Pcomb) for centric reflections. All maps are contoured at a 1.0a 
level, and were displayed with the program O (Jones et al., 1991). 
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pseudo-atom introduction may be modified to automati- 
cally introduce and delete water O atoms in difference 
Fourier maps. 
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